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Abstract
Third-party libraries (TPLs) are extensively integrated into mobile
apps for functionalities such as analytics, advertising, app mon-
etization, and single-sign-on. While these libraries enhance app
capabilities, they also introduce privacy risks and compliance issues.
Existing privacy disclosures for TPLs, including privacy policies,
privacy label guidelines, and privacy manifests, often lack unifor-
mity, fine granularity, and timeliness, and fail to comprehensively
disclose TPL data practices. We propose the Privacy Bill of Mate-
rials (PBOM), inspired by the Software Bill of Materials (SBOM),
to enhance transparency, traceability, and accountability of TPLs.
Our contributions include designing PBOM specifications, creat-
ing an automated PBOM generation pipeline, and conducting case
studies to demonstrate PBOM’s effectiveness in improving TPL
transparency and accountability.

CCS Concepts
• Security and privacy → Software security engineering; Sys-
tems security.
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1 Introduction
Privacy violations and compliance issues in mobile apps are ma-
jor concerns for users, developers, and regulators. These concerns
are further exacerbated by the extensive integration of third-party
libraries (TPLs)—such as those for analytics, advertising, app mon-
etization, or single-sign-on functionalities—into the mobile supply
chain. While these libraries enhance app functionalities, they also
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introduce significant privacy risks and compliance issues. Previ-
ous research has highlighted that data practices of TPLs often lack
transparency for app developers, leading to challenges in fully dis-
closing data practices in their apps and posing non-compliance
risks [35, 37, 41, 51, 67, 76, 89, 95–97, 100].

To alleviate these privacy risks, some privacy-conscious third-
party vendors release privacy disclosure guidelines [16, 20, 21]
to help app developers accurately and comprehensively specify
privacy disclosures related to TPL data practices. These guidelines
can be formatted as a set of privacy statements, represented as
𝑆 = {𝑠 |𝑠 : (𝑑, 𝑎, 𝑋 )}, where 𝑑 denotes a data item, 𝑎 represents the
data operation, and𝑋 indicates the associated configuration settings
applied to 𝑑 , such as whether the data operation can be disabled or
enabled by specific configurations. By following these guidelines,
app developers gain a better understanding of and control over the
data collection and usage practices of the libraries used within their
apps. However, recent studies [99] highlight that privacy statements
in these guidelines are often inconsistent with actual data practices
at the data, operation, and configuration levels. For example, some
guidelines erroneously state that data is not collected under any
configurations, while in reality, eight TPLs were found in [99]
to collect data mandatorily at the code level. This inconsistency
undermines the accountability of privacy label disclosure guidelines
for downstream developers.

Moreover, the privacy disclosures of TPLs often vary signifi-
cantly in their format and location, making it challenging for down-
stream app developers to navigate and accurately interpret these
documents. Privacy label guidelines can appear in various formats,
such as tables, images, standard text, and bullet points, and are
often scattered across third-party vendor websites. These disclo-
sures may be buried within extensive API documentation, hidden
in support or help sections, and sometimes even placed in blogs or
FAQs, where privacy-related content is not typically expected. The
lack of uniformity can further undermine their transparency and
limit their practical usefulness. To standardize these guidelines, in-
dustry leaders like Apple and Google have made significant strides
to enhance the transparency of data collection practices from TPLs.
Apple released the “privacy manifest” specification [23] for TPL
vendors to disclose their data practices in December 2023. Subse-
quently, Google announced the “Data Safety form” [26], urging TPL
vendors to publish privacy guidance for their users. However, those
privacy format’s design fails to account for configuration nuances,
offering less granularity and not adequately reflecting the diverse
data practices arising from different TPL configurations. Addition-
ally, existing privacy documents have struggled to be adopted or
lack practical and scalable implementation, which hinders their
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effectiveness in ensuring privacy accountability throughout the
mobile software supply chain.

To address this gap, we propose the design of a unified and
fine-grained privacy-accountable disclosure for TPLs, called PBOM
(Privacy Bills of Materials). Inspired by Software Bills of Materi-
als (SBOM), a nested inventory listing the ingredients of software
components, PBOM aims to enhance the transparency and account-
ability of TPLs in the software supply chain.
Contributions. We summarize our contributions as follows:
• We design unified, fine-grained, and compatible specifications
for PBOM, enabling a comprehensive description of data practices
performed by TPLs.
•We propose a generator pipeline that can automatically produce
PBOMs for TPLs, facilitating efficient adoption and smooth inter-
operability.
• We conduct case studies of two TPLs to demonstrate how PBOM
can enhance the transparency and accountability of TPLs.

2 Background
2.1 Bills of Materials
A Bill of Materials (BOM) is a detailed inventory of components,
materials, and parts needed to build a product. In software, a Soft-
ware Bill of Materials (SBOM) [24] lists all software components,
libraries, and dependencies, enhancing transparency, security, and
compliance. The SBOM concept gained prominence with Executive
Order 14028 [15], issued by President Biden on May 12, 2021, which
mandates developers to provide SBOMs to improve software supply
chain security.

Inspired by SBOM, we propose the Privacy Bill of Materials
(PBOM) to address privacy risks and compliance issues associated
with third-party libraries (TPLs) in the mobile supply chain. While
SBOM focuses on software components, PBOM provides a com-
prehensive and fine-grained disclosure of data practices by TPLs.
PBOM details data items collected, data sources, purposes, config-
urations, actions, destinations, and procedures. By adopting and
extending BOM principles to privacy practices, PBOM enhances
transparency, traceability, and accountability in the mobile software
supply chain. It helps app developers, end users, and regulators
understand and manage the privacy implications of TPLs, thereby
improving compliance and reducing legal risks.

2.2 Mobile TPL Data Practices
Configurable third-party libraries (TPLs) offer app developers the
flexibility to tailor libraries to meet specific app functionality needs
and privacy requirements. The configuration process typically in-
volves using configurable APIs to set parameters that control how
the TPL handles user data. Configurations that affect data usage
practices are referred to as privacy configurations. For example,
the privacy configuration API setAnalyticsCollectionEnabled
allows developers to enable or disable data collection features. The
ability to configure a TPL introduces diverse data usage practices,
such as disabling default data collection or modifying data han-
dling behaviors, which should be accurately reflected in the PBOM.
Our PBOM generator (§ 4) analyzes these configurable data usage
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Figure 1: Specification Overview of PBOM.

practices to provide a comprehensive and fine-grained disclosure
of TPL data practices.

3 PBOM Design
PBOM is a form of privacy disclosure designed to enumerate all data
collection practices within software, aiming to ensure transparency
and enhance data protection throughout the supply chain. In this
section, we will illustrate the PBOM design goals in § 3.1, detail the
PBOM specifications in § 3.2 and discuss its use cases in ensuring
privacy assurance in § 3.3.

3.1 Design Goal
The design of PBOM should achieve high compatibility, fine granu-
larity, and seamless transformability, with the aim of simplifying
integration into existing SBOM tools, enhancing the transparency of
privacy disclosures, and facilitating compliance checks.
• Compatibility and Interoperability. The PBOM format should seam-
lessly integrate with existing SBOM tools and workflows, allowing
for efficient adoption and smooth interoperability.
• Fine Granularity. The privacy disclosure provided by PBOM should
take into account the specific TPL product, version, and configu-
ration, enabling developers visible to detailed factors that control
data collection practices.
• Transformability. The field design of PBOM should be easily con-
vertible into inputs for consistency models, thereby streamlining
compliance checks and verification processes.

3.2 PBOM Design
To fully realize the benefits of such privacy disclosure, a unified and
compatible schema is essential. We propose this privacy disclosure
to be built upon the emerging software bill of materials (SBOM)
standard, such as CycloneDX [17], while introducing new schema
elements and attributes specific to privacy disclosures while main-
taining backward compatibility with existing SBOM formats. In
particular, the CycloneDX standard is highly extensible, allowing
for complex data to be represented in the BOM [18]. It supports
Properties, a name-value store used to describe additional data
about components, services, or the BOM that is not native to the
core specification. However, rather than integrating the data collec-
tion inventory into the original SBOM,we design PBOM as an single
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BOM file by extending the services field from the SBOM specifi-
cation, as shown in Figure 1. The rationale behind this decoupling
is that the inventory described in an SBOM typically remains static
until the inventory changes. In contrast, data collection practices
are much more dynamic and subject to change due to functional-
ity updates, regulatory enforcement, and customer requests. This
decoupling allows for the independent updating of data collection
practices without the need to track and manage the original SBOMs.

The current design for data collection falls under the service:data:flow
category. However, it only includes data classifications (e.g., PII,
PIFI, public)1 and the flow direction (e.g., “inbound”, “outbound”)2.
These elements alone are insufficient to fully disclose data collec-
tion practices. We propose adding seven properties to thoroughly
express data flow, highlighted in the yellow block in Figure 1.
(➊) Data Item: This field specifies which data item is being col-
lected. We follow the privacy data taxonomy defined by Google
Play’s Data Safety section [27], which categorizes 38 data types,
such as Approximate location, Precise location, Email address, and
Health info.
(➋) Data Source: This field explains the origin of the data. Data
can come from Android system APIs, user inputs, or sensitive data
from other TPLs.
(➌) Purpose: The purpose field is to help the customers understand
how each data type is used by the software. The data collection
purpose is required to be properly disclosed, according to Article
5 of the GDPR: “the data that’s collected must be for a specific and
legitimate purpose and shouldn’t be used in any way beyond that
intention”. Additionally, industry standards, such as Apple and
Google, also require purpose disclosure in privacy label. Here, we
focus on TPLs in Android, following the purpose taxonomy defined
by Google privacy labels [27], which include:“App functionality”,
“Analytics,Developer communications”, “Advertising or marketing”,
“Fraud prevention, security, and compliance”, “Personalization” and
“Account management”.
(➍) Configuration: TPLs usually provide app developers with con-
figuration APIs to control data collection practices. Some dataflows
can be triggered or disabled only when specific configurations are
enforced. For example, location data by the Flurry library is only
collected when [Flurry trackPreciseLocation:Yes]; is con-
figured. It is essential to incorporate such information into the
disclosure of dataflow, as it makes data collection practices trans-
parent to downstream app developers, giving them more leverage
to control data collection practices when integrating such libraries
and better protecting end user privacy.
(➎) Action: With configuration enforcement, data collection ac-
tions become configurable, rather than being simply collected or not
collected. The taxonomy of Action includes four operation values
{𝑌 ,𝐷, 𝐸, 𝑁}, where 𝑌 (Yes) represents compulsive collection,
i.e., collecting at any time; 𝐷 (Disablable) indicates that the TPL
collects data by default, but the collection can be disabled by cer-
tain configurations; 𝐸 (Enablable) signifies that the TPL does not
collect data by default, but the collection can be enabled by certain

1Data classification involves tagging data according to its type, sensitivity, and value
if altered, stolen, or destroyed.
2Direction is relative to the service. Inbound flow indicates that data enters the service.
Outbound flow signifies that data leaves the service. Bi-directional implies that data
flows both ways, and unknown suggests that the direction is not known

configurations; and 𝑁 (No) represents compulsive no-collection,
i.e., not collecting at any time.
(➏) Destination: The Destination field in the PBOM is essential for
providing transparency about where user data ultimately resides,
whether it is transmitted to external servers or stored locally on the
device. There are two types of destinations: (1) user data transmit-
ted out of the device to an external URL, and (2) user data preserved
on the device as files [25], in key-value pairs [31], in a local data-
base [30], or in external storage (such as /sdcard) [28]. If we detect
data being accessed but neither type of destination is identified,
we assign None to this field, indicating the data is being used in
memory and not stored or transmitted anywhere. Such information
enables more precise and fine-grained privacy compliance analysis,
as different regulations and standards have varying requirements
regarding where data ultimately ends up, thereby enabling better
control and protection of user data.
(➐) Procedure: The Procedure field describes whether the data is
being protected (e.g., de-identification or encryption) before stor-
age or transmission. Article 4(5) of the GDPR requires companies
and organizations to implement techniques or procedures to lower
the risk of potential data breaches and safeguard personal data.
Therefore, it is important to know whether dataflows utilize these
techniques, as such information provides an additional layer of data
protection.

3.3 PBOM Use Cases
The potential use cases of PBOM are multi-faceted: (1) TPL vendors
can integrate it into their CI/CD pipelines, ensuring the contin-
uous generation and release of such privacy disclosure for every
TPL version, (2) downstream customers, especially app develop-
ers, can utilize such privacy disclosure to reduce privacy risk and
ensure better compliance, and (3) Regulatory body can fit PBOM
into existing consistency models [37, 39, 89, 98, 99, 105] to audit
privacy compliance to further achieve its privacy and accountability
objectives.
➊ Ensure Continuous Compliance for TPL vendors. Tradi-
tional privacy disclosures often lack timeliness and are overly gen-
eralized. For example, privacy policies are typically updated every
few months [92] or even years and generally cover all privacy
practices for all products from a vendor. While privacy label guid-
ance [3, 5, 12] is more specific, governing all versions of a particular
product, it still falls short as different versions may have varying
data collection practices [82]. The PBOM addresses these issues by
providing more granular and timely updates. TPL vendors can inte-
grate PBOM into their CI/CD pipelines, ensuring the continuous
generation and release of up-to-date privacy disclosures for every
TPL version. This integration ensures that privacy disclosures are
both timely and precise, reflecting the most current data collection
practices for each version of the product.
➋Reduce PrivacyRisk forDownstreamCustomers. By review-
ing TPLs’ PBOMs before integration, downstream customers can
proactively identify, assess, and mitigate privacy risks associated
with third-party libraries. This preemptive review allows organiza-
tions to understand data collection practices and make informed
integration decisions. PBOMs facilitate the implementation of data

 

3



SCORED ’24, October 14–18, 2024, Salt Lake City, UT, USA Yue Xiao, Adwait Nadkarni, and Xiaojing Liao

minimization strategies by enabling customers to disable unneces-
sary data collection through configuration options. This reduces the
amount of personal data collected, stored, and processed, enhancing
privacy protection and compliance with regulatory requirements
➌ Facilitate Privacy Auditing for Regulatory Body. The PBOM
can be seamlessly integrated into tools that automate privacy com-
pliance checks to detect privacy violations and assess the potential
privacy risks of software components. The representation of data
flow in PBOM can be easily converted into a tuple-based format
(i.e., (data, purpose, action, configuration)), which can be directly
input into consistency models for compliance checks. Addition-
ally, it covers all the necessary fields to perform comprehensive
privacy compliance checks. For example, PBOM can be directly
integrated with data-level compliance check tools [89, 105], which
check whether certain data is disclosed in the policy. It is also appli-
cable to entity-sensitive consistency models (e.g., PoliCheck [37]),
which take into account the entities (third-party vs. first-party) in-
volved in personal data collection. Furthermore, PBOM is adaptable
to more complex consistency models by considering the “purpose”
attribute, such as PurPliance [39] and Lalaine [98], which consider
the purpose of data collection. Finally, PBOM includes configuration
information that controls data flow, allowing for more fine-grained
consistency models like Colaine [99], which considers configura-
tion when measuring the compliance of privacy label guidance
disclosures provided by third-party SDKs.

4 PBOM Engine: A PBOM Generation Plugin
In this section, we detail the design and conceptual pipeline of
PoGen, a proposed tool for automatically generating PBOMs for
TPLs. Figure 2 illustrates the architecture of PoGen, which comprises
three phases: (➊) Preparation Phase: Configured Wrapper App
Creation, (➋) Analysis Phase: UI, Static, and Dynamic Analysis,
and (➌) Inference Phase: PBOM Generation.

In the preparation phase (➊), PoGen first collects API documenta-
tion of configurable TPLs to extract configuration descriptions and
associated code snippets. Next, PoGen employs NLP techniques to
identify privacy-related configurations, parsing their semantics to
generate machine-readable configuration patches. The Configura-
tion patch specifies a set of instructions that dictate, given a privacy
configuration, how the default wrapper app should be modified to
achieve a desired data usage practice. Each configuration patch is
then applied to create configured wrapper apps that integrate the
TPL under specific configuration settings. In the analysis phase (➋),
PoGen uses these configured wrapper apps to perform UI, static,
and dynamic analysis to thoroughly investigate the data collection
practices of the TPL under each specific configuration. UI analysis
identifies sensitive user inputs by analyzing UI-related resource
files. Static analysis uses source and sink APIs to capture call traces
of data flow. Dynamic analysis records network traffic during app
execution to capture dynamic features. In the inference phase (➌),
the analysis inputs (configuration patches, source APIs, sink APIs)
and outputs (sensitive user inputs, call traces, network traffic) are
used to infer the seven fields defined in the PBOM (e.g., data item,
data source, purpose, configuration, action, destination, procedure).

4.1 Configured Wrapper App Creation
To fully analyze the TPL, we first need to create a wrapper app
that integrates this TPL under specific configurations. This process
comprises two primary components: (1) Privacy Configuration
Patch Generation and (2) Configuration Patch Enforcement.

4.1.1 Privacy Configuration Patch Generation. We begin by collect-
ing API documentation of configurable TPLs to generate configura-
tion patches using the same JSON format as in [99]. This format
specifies the semantics of a privacy configuration setting, including
the operation to enforce the configuration, the value of the con-
figuration, and the path to add the configuration setting. Using the
Playwright library [73], we automate full-page screenshots of the
API documentation for each TPL. These screenshots are fed into an
OCR model to extract configuration descriptions and code snippets.
We then fine-tune a privacy configuration classifier in [99] with
Android TPL API documents to identify privacy-related configura-
tions impacting TPL data collection and usage behavior. Utilizing
NLP techniques, we retrieve the semantic information of each pri-
vacy configuration and generate machine-readable configuration
patches for different settings.

4.1.2 Configuration Patch Enforcement. We begin by setting up
a default wrapper app that integrates the target TPL without any
configuration. This process involves integrating the TPL, installing
dependencies, registering for TPL developer accounts, initializing
the TPL, signing the app with an Android Developer account, and
compiling the app. Once the default wrapper app is prepared, we
enumerate each configuration patch to generate multiple apps with
different configuration settings. The configuration patch is applied
to the default wrapper app, resulting in a configured wrapper app
that enforces the specific configuration. These configured wrapper
apps are then used as inputs for UI and program analysis, enabling
a thorough investigation of how different configurations impact
data collection and handling practices.

4.2 UI & Static & Dynamic Analysis
In the analysis phase, PoGen thoroughly investigates the data col-
lection practices of TPLs using UI, static, and dynamic analysis.

4.2.1 UI Analysis. To perform UI analysis for identifying sensi-
tive user input in the configured wrapper app, we follow a struc-
tured approach in literature [34, 54, 75, 77]. First, we decode the
configured wrapper app using a tool like “apktool” [2] to extract
UI-related resource files, including layout files (res/layout) and
text resources (res/values/strings.xml). Next, we preprocess
these texts by splitting words, removing redundancies, and applying
stemming. We gathered a set of sensitive UI elements by utilizing
an existing ontology [36, 37] that provides subsumptive relations
between low-level technical terminology and high-level privacy
terms. Specifically, if privacy-label data items subsume the data
value returned by the text of UI element, then this UI element is
regarded as a candidate which handle sensitive data. Finally, those
identified UI elements that carry user sensitive data serve as taint
sources, facilitating static code analysis to trace data flows.
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4.2.2 Static Analysis. We perform static analysis to capture call
traces of data collection practices. To achieve this, we define the
taint sources and sinks as follows:
• Data Source. The tainted sources include three components: (1)
sensitive UI elements handling user inputs, identified through UI
analysis; (2) sensitive system APIs that return user data. To compile
a set of sensitive systemAPIs, we utilize an existing ontology [36, 37,
70, 98] to gather candidate APIs. Specifically, if privacy data items
subsume the data value returned by an API, this API is considered
a candidate; (3) third-party APIs that carry sensitive user data (e.g.,
getCurrentAccessToken() from the Facebook sign-on SDK). We
reuse a Meta-DB from [94], which records 1,094 sensitive APIs from
the top 40 third-party libraries, covering 91% of Google Play apps.
• Data Sink. Collected user data can either be stored locally on the
device or transmitted externally. We categorize sink APIs into two
types: storage-related and network-related. For storage APIs, we
focus on classes and methods for reading from and writing to files,
databases, and shared preferences, such as File, FileOutputStream,
SQLiteDatabase, and SharedPreferences. For network APIs, we
identify classes and methods responsible for network communi-
cations, examining built-in classes like HttpURLConnection and
popular third-party libraries like OkHttp [8].

Finally, with the source and sink APIs collected, we perform
static analysis to obtain call traces data. Using taint analysis [64],
we trace data flow from sources to sinks, examining control and
data flow within the application.

4.2.3 Dynamic Analysis. Our pipeline automatically installs each
app using the Android Debug Bridge (adb) command [1] and sched-
ules it to run on a set of rooted Android devices. To facilitate
dynamic execution, we utilize an open-source UI execution tool
called nosmoke [14], which generates actions and automatically
triggers the app’s UI interactions, such as clicks or swipes. This
approach is consistent with common practices in Android app
analysis [62, 69, 78, 82, 84]. For network monitoring, we employ
Fiddler [22], a popular network monitoring tool capable of TLS
decryption and handling common decoding schemes. Similar to
previous studies [56, 79, 82–84], Fiddler allows us to decrypt and
inspect app traffic, providing detailed insights into data transmis-
sion practices. By analyzing the captured network traffic, we can

identify any de-identification techniques applied by the TPLs and
the endpoints to which the data is transmitted. Besides, this net-
work traffic analysis also aids in inferring the purpose of the data
collection.

4.3 PBOM Generation
In this section, we detail the inference of the seven fields in the
PBOM using the inputs and outputs from the analysis phase.

4.3.1 Data Inference. User privacy data can originate from three
sources: ➊ Sensitive User Inputs, referred to as User-Input Privacy
Data,➋ Sensitive SystemAPIs, referred to as System-Centric Privacy
Data, and ➌ Third-party APIs, referred to as Cross-TPLs Privacy
Data.
• User-Input Privacy Data. The content entered by users into a
mobile app through its user interface (UI), such as credit card in-
formation, usernames, and passwords, can be highly sensitive. We
obtained such User-Input Privacy Data through the app’s UI anal-
ysis in § 4.2.1. In these cases, the data_item is the text from the
identified sensitive UI element, and the data_source is the identi-
fied UI element.
• System-Centric Privacy Data.The operating system (OS) can return
sensitive user data, such as GPS locations, through system APIs like
getLastKnownLocation(). We infer such System-Centric Privacy
Data by retrieving the return values of a set of sensitive system
APIs from § 4.2.2. In these cases, the data_item is the API return
value, and the data_source is the sensitive system API.
• Cross-TPLs Privacy Data. Third-party libraries can harvest data
from other TPLs that handle sensitive user data (e.g., Facebook
SDK). To cover such cases, we reuse a Meta-DB from [94], which
records 1,094 API specifications and metadata of the top 40 third-
party libraries. For each API, Meta-DB records the data it returns
(e.g., session token, page likes, user ID, profiles, groups followed).
In these cases, the data_item is the data returned by the API, and
the data_source is the other TPL and the accessed API.

4.3.2 Purpose Inference. In our study, we analyze a set of high-
profile TPLs by comprehensively reviewing their API documen-
tation and investigating static and dynamic call traces, as well as
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network traffic data, to identify features relevant for purpose pre-
diction. We specifically select features tailored to the purpose cate-
gories and definitions provided by Google. These features are con-
sidered robust, meaning that missing these features might prevent
the classifier from correctly differentiating between different pur-
poses. To this end, we reused four features from MobiPurpose [56]
and Lalaine [98], and introduced four new features. The features
are categorized into three groups: internal SDK features, call traces
features, and traffic features, as shown in Table 1. Further, we apply
PyCaret [11] with Python 3.6 [91], an open-source machine learn-
ing package deployed with 18 algorithms, to select the best model
as well as the hyper-parameters for purpose identification.

Table 1: Feature Selection

Group Feature Source

Internal SDK Features
Configuration description SDK API

DocumentationConfiguration API

Call Traces Features
Function in Call Traces

Static AnalysisSensitive System API
Privacy-related UI Element

Traffic Features
Domain Name

Dynamic AnalysisURL Paths
KV Pairs

4.3.3 Configuration and Action Inference. The configuration API
can be directly obtained through the value field in the configuration
patch generated in § 4.1.1. To infer the action of data practices,
we follow this logic: If a dataflow occurs only when a specific
configuration is enabled (and does not happen by default), then the
action is E (Enablable by developer). If the configuration is disabled
by default but can be enabled by the developer, the dataflow does
not occur initially, and the action is D (Disablable by developer).
If the dataflow always occurs regardless of the configuration, the
action is Y (Always collected).

4.3.4 Destination extraction. Based on data end-up states, data can
be categorized into three types: Data in Use, Data at Rest, and Data
in Transit. Data in Use refers to data accessed by an SDK in memory
without being saved or transmitted. In such cases, the destination
will be assigned as None. Data at Rest refers to information stored
on the device. In these cases, we resolve the location of data storage,
such as databases, files, or external storage. Data in Transit means
data is transmitted off the device and sent to a server. The network
endpoint would be the destination.
• Data in Use: If a data flow from the entry point of the SDK to
sensitive system/third-party APIs or user input elements is detected,
but no flow to sink APIs is found, then the data is only in use and
does not flow to the device or network, and the destination is None.
• Data at Rest: If the sink APIs in the data flow are storage APIs,
we further resolve the specific files, local databases, or Shared-
Preferences where the data is stored. We use pattern matching to
identify classes and methods related to file storage, such as File,
FileOutputStream, and FileWriter. By tracing the initialization
of File objects, we determine the file paths and names used for
storing data. For a local database, we parse SQL strings to identify
where data is stored. For SharedPreferences, we detect its usage

by tracking methods such as getSharedPreferences, putString,
and putInt to identify the preference file names and keys used for
storing user data.
• Data in Transit: To resolve the specific network endpoints where
user data is sent when a network API is identified as a sink, we
utilize state-of-the-art tools [106] capable of statically resolving
string values in Android apps (using a value set analysis approach,
with backward slicing and string-related operation analysis). For
endpoints whose values cannot be resolved statically due to runtime
contexts (e.g., downloading additional code from the cloud/server [53],
dynamically loading endpoints [94]), we perform dynamic analysis
to monitor network traffic and capture HTTP traffic that transmits
the data. Dynamic analysis can suffer from code coverage problems.
Hence, for better coverage, if the endpoints cannot be resolved, we
will put “TBD” in this field and rely on a manual process to validate
the results.

4.3.5 Procedure inference. We mainly focus on two types of data
processing (Data encryption and Data de-identification) before
storage or transmission.
• Encryption: Data encryption is one of the most important ways
to protect data used, stored, or transmitted in a mobile app. It can
prevent unauthorized parties from reading private, confidential or
sensitive data. To detect whether data is encrypted, we first sum-
marized commonly used cryptographic libraries and APIs, as dis-
cussed in Literature [40, 47, 74, 88, 103], such as javax.crypto and
java.security, focusing on classes and methods related to encryp-
tion, including Cipher, SecretKeySpec, and MessageDigest. Next,
we perform taint analysis to trace the flow of data from sources
(user inputs, sensitive data) to sinks (storage and network APIs).
We use pattern matching to detect encryption and decryption oper-
ations, such as calls to Cipher.getInstance(), cipher.init(),
and cipher.doFinal(). By building a call graph and systematically
analyzing method calls, we verify whether encryption is applied be-
fore data is used, stored, or transmitted. If cryptographic operations
are detected, we will assign “Encryption” to Protection field.
• De-identification: We determine whether de-identification tech-
niques are applied by inspecting the network traffic. Specifically, we
look for evidence of de-identification techniques such as hashing,
pseudonymization, and data masking. Hashing involves transform-
ing sensitive data, like personal identifiers, into fixed-length hash
values using cryptographic functions (e.g., SHA-256), which cannot
be easily reversed. Pseudonymization replaces original identifiers
(e.g., names, Social Security numbers) with unique pseudonyms
or tokens, allowing data linkage without revealing personal in-
formation. Data masking obscures parts of sensitive data, such as
displaying only the last four digits of a credit card number or re-
placing characters in an email address with asterisks, ensuring that
intercepted data cannot be used to identify individuals.

5 Case Study
Following the proposed pipeline in § 4 , we present use cases that
demonstrate how data transparency and accountability require-
ments can be expressed by PBOM. We first introduce a use case
that employs PBOM to express configurable data usage practices
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for TPLs in mobile apps. We then show how to use PBOM to ex-
press cross-TPLs data processing, aiming to address compliance
requirements for third-party data sharing.

5.1 Expressing Mobile App with Configurable
TPL

In this section, we present a case study on the Radar SDK, a full-stack
location infrastructure for various products and services. Listing 1
provides an example of PBOM for Radar SDK with version 3.8.0,
which extends the SBOM format specified by CycloneDX 1.4.
• Data Item: The Radar library collects Precise Location, which
refers to a physical location with an accuracy of at least 3 square
kilometers.
•Data Source: The Precise Location is obtained from the Android
system API: getLastKnownLocation().
• Purpose: The Radar SDK provides location services to app develop-
ers to enhance their app functionality. This includes adding features
such as geofencing, location tracking, trip tracking, geocoding, and
search to the apps.
• Configuration: The Radar library allows downstream develop-
ers (i.e., app developers) to configure the tracking of users’ lo-
cations in the background. By enabling the configuration Radar.
startTracking(RadarTrackingOptions.RESPONSIVE); [29], the
Radar library collects precise location data by detecting whether
the device is stationary or moving. When moving, the library sends
location updates to the server every 2-3 minutes.
• Action: Precise location tracking is configurable by the down-
stream developer. Therefore, the collection action here is E, meaning
this data collection is not enabled by default and must be activated
by the downstream developer. The developer can decide whether
enabling this feature satisfies the app’s functionality requirements.
• Destination: The precise location data is transmitted out of the
device and sent to the SDK server at https://api.radar.io/.
• Procedure:. The raw precise location data is collected without any
processing before transmission. Through the call trace between
getLastLocation() [19] and network API UrlRequest () [32].

In our preliminary study, we observed that 10.67% of apps inte-
grating the Radar library had compliance issues with their privacy
label disclosures. Using Lalaine [98], an automatic privacy label
compliance check pipeline, we investigated 150 apps that integrated
the Radar library. Among these, 16 apps had configured location
tracking in Radar but failed to disclose the collection of precise
location data. The release of a PBOM alongside the Radar library
can significantly enhance transparency and accountability in data
collection practices. PBOM clearly outlines the specific configura-
tions and data collection methods employed by the Radar library,
providing detailed information on data types, sources, purposes,
and actions. By including such comprehensive documentation, app
developers gain greater leverage over data collection settings, en-
abling them to disable tracking features if needed to protect their
end-users’ privacy.

5.2 Expressing Cross-TPLs Data Processing
Operations

In this section, we present a case study on Mobiburn [6], a market-
ing library that provides betting strategies for mobile marketers.

Listing 1: PBOM Example for Radar library� �
1 {
2 "bomFormat": "CycloneDX", "specVersion": "1.4",
3 "services": [{
4 "provider": {"name": "Radar", "url": ["https://radar.com

/"]},
5 "name": "Radar Android SDK", "version": "3.8.0",
6 "data": [{
7 "classification": "PII",
8 "flow": [{
9 "properties": [
10 {"name": "Data_Item","value": "Precise Location"},
11 {"name": "Data_Source", "value": "System API:

getLastKnownLocation()"}
12 {"name": "Purpose", "value": "App functionality"},
13 {"name": "Configuration", "value": "Radar.

startTracking(RadarTrackingOptions.RESPONSIVE);"},
14 {"name": "Action", "value": "E (enabled by

configuration)"},
15 {"name": "Destination", "value": "https://api.radar.

io/"},
16 {"name": "Procedure", "value": "None"}]} ]}
17 ]}
18 }� �

Mobiburn performs cross-library data harvesting from other SDKs
(i.e., Facebook SDK) [94]. Listing 2 provides an example of PBOM
for the Mobiburn library, version v1.5.3, which extends the SBOM
format specified by CycloneDX 1.4.
• Data Item: Mobiburn strategically harvests user data from the
Facebook SDK3, a social media library that is extensively used
by apps for single sign-on and carries user personal information.
Specifically, Mobiburn harvests personal info from Facebook end
users, including id, first_name, gender, last_name, link, locale, time-
zone, updated_time, verified_email.
• Data Source: The data is sourced from the Facebook SDK. Specif-
ically, the Mobiburn library fetches a user’s Facebook personal
information (ID, name, gender, email, locale, link, etc.) by calling
getFbProfile() after retrieving the user’s Facebook access token.
This is done by invoking the function com.facebook.AccessToken
.getToken() through reflection techniques.
• Purpose: Mobiburn, as a marketing company, collects personal
information from Facebook end-users to providemarketing services
to other data suppliers and marketers. Therefore, the purpose of
collecting personal info is Advertising or marketing.
• Configuration: The configuration field is None. The Mobiburn
automatically initiates the collection of personal data from Facebook
without any configurations.
• Action: The collection action is “Y: Always collected”, as
there is no configuration for app developers to control this data-
harvesting behavior.
•Destination: The personal information is transmitted off the device
and sent to the Mobiburn server at https://api.mobiburn.com/.

3The terms “SDK” and “TPL” can be used interchangeably.
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Listing 2: PBOM Example for Radar library� �
1 {
2 "bomFormat": "CycloneDX", "specVersion": "1.4",
3 "services": [{
4 "provider": {"name": "Mobiburn", "url": ["https://www.

mobiburn.com/#/"]},
5 "name": "Mobiburn Android SDK", "version": "v1.5.3",
6 "data": [{
7 "classification": "PII",
8 "flow": [{
9 "properties": [
10 {"name": "Data_Item", "value": "Personal Info"},
11 {"name": "Data_Source", "value": "Facebook:

getFbProfile(String token); com.facebook.AccessToken.
getToken()"}

12 {"name": "Purpose", "value": "Advertising or
marketing"},

13 {"name": "Configuration", "value": "None"},
14 {"name": "Action", "value": "Y (always collected)"},
15 {"name": "Destination", "value": " https://api.

mobiburn.com/"},
16 {"name": "Procedure", "value": "RSA Encryption"}]}
17 ]}
18 }� �

• Procedure: Mobiburn employs encryption before sending data
over the Internet, specifically using RSA encryption implemented
by com.mobiburn.

The data harvesting behavior from one TPL to the other third-
party SDK can violate the terms and conditions of the data provider.
In such case, Mobiburn’s data harvesting from the Facebook SDK
strongly violated Facebook’s data sharing policy in their Terms of
Service (ToS) [4], leading to legal action where Facebook banned
and sued Mobiburn in August 2020 [13]. If Mobiburn had released
a PBOM along with its library, the data collection practices would
have been clearly documented, potentially preventing such viola-
tions. PBOM can enhance transparency by detailing data collection,
sources, purposes, configurations, actions, destinations, and proce-
dures. This comprehensive documentation allows stakeholders to
verify compliance with data sharing policies and legal requirements.
Moreover, by providing a clear and accountable disclosure of data
practices, PBOM helps companies mitigate legal risks, ensuring that
they adhere to regulatory standards and avoid potential lawsuits.

6 Related Works
Security and Privacy Analysis of TPLs. The literature exten-
sively examines security and privacy risks associated with third-
party libraries (TPLs) inmobile apps. Various detection techniques [38,
42, 45, 65, 66, 71, 93, 104] and isolation techniques [68, 86, 87] have
been proposed to measure the integration and dependencies of
TPLs. To assess privacy leakage caused by TPLs, researchers have
utilized both static [76] and dynamic [44, 80, 82] program analysis,
revealing the widespread collection of sensitive user data. Addi-
tionally, researchers have identified outdated library versions as a
significant privacy risk factor and proposed auto-update techniques

to mitigate this issue [46, 55, 63]. Misconfigurations by app devel-
opers have also been shown to result in the leakage of sensitive
personal information [33, 72, 84, 90, 102]. Unlike previous studies,
our work proposes PBOM, a novel solution designed to enhance
the transparency, traceability, and accountability of TPLs in the
mobile ecosystem. PBOM aims to mitigate privacy risks by pro-
viding a unified and fine-grained disclosure of TPL data practices,
thereby serving as a proactive defense mechanism against privacy
violations.
Privacy Labels and Other Short-Form Privacy Disclosures.
The Platform for Privacy Preferences Project (P3P) [10], as studied
in works such as [43, 48, 52, 81], served as a predecessor to privacy
labels by allowing websites to express their privacy practices in a
standard machine-readable format [9]. Privacy nutrition labels have
been proposed and studied extensively in the literature [7, 49, 50, 57–
59], aiming to provide clear and concise information about privacy
practices. Previous research has conducted user studies to under-
stand challenges from both developers’ perspectives [67] and end-
users’ perspectives [101]. Recent studies [60, 61, 85, 98], have also
examined the privacy labels of apps, questioning their accuracy and
comprehensiveness. Those study highlights that creating accurate
privacy labels is challenging for developers due to the complexity
of interpreting data flows, which often involve undocumented data
types, purposes, and configurations. The lack of standardized ter-
minology and formats across TPLs further complicates the process,
making it difficult to produce consistent and clear disclosures. Ad-
ditionally, frequent updates to TPLs require ongoing revisions to
privacy labels, leading to inaccuracies that undermine their effec-
tiveness in communicating data practices. In our study, we address
these shortcomings by proposing PBOM, a comprehensive and
fine-grained privacy disclosure mechanism that extends beyond
traditional privacy labels. PBOM aims to enhance transparency
and accountability by providing detailed information about data
sources, data items, configurations, actions, destinations, and proce-
dures, thereby improving the accuracy and effectiveness of privacy
disclosures in the mobile ecosystem.

7 Conclusion
This paper introduces the Privacy Bill of Materials (PBOM) to ad-
dress privacy and compliance issues in mobile apps using third-
party libraries (TPLs). PBOM provides detailed and structured pri-
vacy disclosures, enhancing TPL transparency and accountability.
Our case studies on Radar SDK and Mobiburn illustrate how PBOM
documents data collection practices, sources, purposes, configura-
tions, actions, destinations, and procedures. PBOM empowers app
developers to make informed decisions, protecting user privacy
and reducing legal risks, thus improving privacy accountability in
the mobile software supply chain.
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